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ABSTRACT

We propose that the Articulatory Model of Hand-
shape [13] makes predictions about the phonetic and
phonological similarity of handshapes. The predic-
tions align with previous work, but are theory-driven
instead of data-driven. We propose two methods for
calculating this similarity, and then test both with
psycholinguistic evidence that shows a clear winner
for matching signers’ intuitions when asked to judge
the similarity of two fingerspelled words.
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1. INTRODUCTION

Phonetic and phonological similarity has been a
topic of exploration for linguists for quite some time
(including the seminal Miller and Nicely [21] as
well as many subsequent studies on spoken lan-
guages). Although it has been well explored for
spoken languages, signed languages have seen much
less research.

At the beginning of the systematic research into
signed languages, there were a number of attempts
to quantify handshape similarity within signs [18,
30, 14, 28, 24]. Most of these relied on signer
judgements of similarity or confusion between two
stimuli. They then produced clusters of handshapes
based on this data. In this way, they are using psy-
cholinguistic data to produce a linguistic model of
similarity, rather than using psycholinguistic data to
confirm the validity of a linguistic model. This was
mentioned explicitly by Lane et al. [14] as a ne-
cessity because there simply were not appropriate
linguistic models to test: “The present study, then,
undertakes to see what sort of featural analysis for
ASL [(American Sign Language)] results when, us-
ing certain specific statistical techniques, we pro-
ceed from psychological data to a linguistic model,
rather than the reverse”.

All of these studies came to the conclusion that
there are (at least) two distinct categories of hand-
shapes: open handshapes with the fingers of the
hand extended, and closed handshapes with the fin-
gers of the hand flexed. Individually, the studies de-

veloped more finely grained distinctions. For exam-
ple, Lane et al. [14] found clusters that they sepa-
rated into distinct features. Moreover, Stungis [28]
proposed that this clustering could be turned into a
continuous feature space. He found that handshapes
could be decomposed along two dimensions: exten-
sion (open or closed) and uniform breadth (simplis-
tically this is wether or not all of the fingers have the
same configuration). What all of these have in com-
mon is that the main distinction is between open and
closed.

Since this early period, there has been much more
work on phonological models of signed languages
broadly [19, 15, 25, 9, 4, 8, 26]. More recently, there
has been work on the phonetics of sign languages
[29, 12, 11, 16, 17, 31, 20, 13]. Of these, Tyrone et
al. [29], Mauk and Tyrone [20] (for location, and
contact), and Keane [13] (for handshape) adopted
the framework of Articulatory Phonology which ex-
plicitly links phonological representations of signs
with articulatory gestures that produce those signs.

The models that have been proposed are exactly
the kinds of models that Lane et al. [14] observed
were missing at the time that of their studies of hand-
shape similarity. Most of these models divide the
hand into subcomponents, each of which can take
categorical values (via binary features, dependency
models, etc.). For example, Brentari’s [4] Prosodic
Model represents handshapes using a branching fea-
ture system. It consists of specifications indicat-
ing which fingers are active (selected) and which
fingers are inactive (nonselected), as well as what
the flexion-extension configuration is of the base
(metacarpophalangeal) and the nonbase (proximal
interphalangeal and distal interphalangeal) joints.

Keane [13], and his Articulatory Model of Hand-
shape, furthers Brentari’s model by developing an
explicit connection between the phonological spec-
ification for a handshape, and target joint angles
for each joint of the (phonetic) hand configura-
tion. His model produces continuous (as opposed to
categorical) measures of hand configuration which
have been shown in previous studies to better match
data on handshape similarity and confusability [28].
Additionally, these continuous measures provide a
straightforward way to compare two handshapes.



Other phonological models could, in principle, be
used, although each would require the development
of a translation from categorical phonological fea-
tures to continuous joint angles or an independent
method of comparing the categorical features di-
rectly to each other. For these reasons, we will use
Keane’s model as our theory-driven measure of pho-
netic similarity. This similarity will be described in
detail in the next section, and then tested (and sup-
ported) with psycholinguistic evidence in section 3.

2. WHAT IS SIMILARITY FOR ASL
FINGERSPELLING?

Handshapes in sign languages do not occur in a vac-
uum: they are just one component that makes up lex-
ical signs, along with the other major parameters:
location, movement, orientation, and non-manual
markers [27, 3]. In ASL, fingerspelling is a loan-
word system used to borrow (written) English words
into the language. In the fingerspelling system, each
orthographic letter is mapped onto a unique hand-
shape (and in a limited number of cases, palm ori-
entation). These handshapes are executed in quick
succession, in the sequence of the letters of the writ-
ten word. Fingerspelling has been found to conform
to much of the same phonological system as ASL
broadly speaking [23, 4, 5, 7]. Because the main
contrastive letters in fingerspelling are, for the most
part, only handshape contrasts, fingerspelling repre-
sents a perfect place to test theories of the represen-
tation of handshape independent of the possible con-
founds of movement or location that would be inher-
ent in using lexical signs or nonce signs that conform
to the phonological structure of lexical signs.

Keane’s model [13] provides joint angle targets
for each handshape used in ASL fingerspelling. This
allows for a straightforward comparison of individ-
ual handshapes by taking the difference between the
two sets of joint angle targets. This difference can be
thought of as the similarity between any given pair
of handshapes. This difference is further refined by
weighting each joint based on how proximal (or how
close to the center of the body) it is. This weighting
is supported by work that shows that movement of
more proximal joints generates larger visual differ-
ences, which has been linked to visual sonority for
signed languages [4].

This proposal for individual handshape similarity
must be extended to account for fingerspelled words
that are composed of sequences of multiple hand-
shapes. Based on the previous research, we have
developed two methods of calculating the similarity
between fingerspelled words.

Figure 1: Diagram of the calculation of the con-
tour difference score between the words C-A-T
and L-O-T.

-C- -A- -T-

∆1 + ∆2 = contour score for C-A-T

-L- -O- -T-

∆3 + ∆4 = contour score for L-O-T

c.s. C-A-T − c.s. L-O-T = contour diff. score

Figure 2: Diagram of the calculation of the simi-
larity score between the words C-A-T and L-O-T.

-C- -A- -T-

∆1 + ∆2 + ∆3 = similarity score

-L- -O- -T-
The first method we call contour difference score;

it is based on the general finding that there are (at
least) two classes of handshapes (open and closed).
In this method, each handshape in the word is com-
pared to the one that follows it, that is, the differ-
ences between each sequential pair of letters is cal-
culated and then summed together. Under this met-
ric a word that has a sequence of all open or all
closed handshapes will have a low score, and a word
that has a sequence of open-close handshapes will
have a high score. Using this method, to compare
two words, the contour score for each word will
be calculated, and then the difference between them
will be calculated to determine their overall similar-
ity. See figure 1 for a diagram of an example pair of
words.

The second method we call similarity score; it
is inspired by the finding that a multidimensional,
continuous measure of similarity is a superior fit to
the data than a purely categorical one [28]. In this
method, each pair of letters in the same position
within the two words are compared to each other
and their difference is calculated. The differences
for each position in the word are then summed to-
gether. Under this metric words that are similar will
have a low score, and words that are dissimilar will
have a high score. See figure 2 for a diagram of an
example pair of words.

Although the contour difference score can easily
compare two words of different lengths, the simi-
larity score as described above, is limited to words
that have the same number of letters in them. In the
experimental data described below, words with ei-
ther 3 or 4 letters were compared in pairs that were



the same length, as well as in pairs that differed
in length. In order to attain a similarity score, a
composite metric was developed: The shorter word
was held constant, but then compared to all possible
strings of the longer word where one of the letters
was deleted. The mean of this score resulted in the
final similarity score for mismatched lengths. For
example, to generate an overall similarity score for
the pair of words L-O-T and L-E-A-N, a score was
calculated for each of the following pairs: (L-O-T ;
E-A-N), (L-O-T ; L-A-N), (L-O-T ; L-E-N), and L-
O-T v. L-E-A. The mean of these four individual
scores was taken as the similarity score for δ (L-O-
T ; L-E-A-N). Thought there are other methods that
could be used to compare words with mismatched
lengths, this method is a first step in that direction,
which deserves further research.

3. PSYCHOLINGUISTIC EXPERIMENT

Data was collected from 24 Deaf signers in two
groups via a computer. The subjects were presented
with a pair of fingerspelled words, and then asked
to rate the pair as similar or dissimilar on a 5 point
scale (where higher ratings are more similar). In the
first group they were presented with 107 word pairs,
and in the second group they were presented with
132 word pairs.

In order to test which of the two methods of scor-
ing (contour difference scores or similarity scores)
predicts signers’ ratings, multiple hierarchical linear
regressions were fit and then compared. All models
were fit with the lme4 package [2] in R. All scores
were divided by the length of the words in order to
not unfairly penalize long words. In cases with mis-
matched word lengths, the scores were divided by 3,
since the similarity score for mismatched pairs is the
mean of the set of comparisons across the three let-
ter word and all combinations of the four letter word
minus one letter. For both scores, a higher score is
less similar, and a lower score is more similar (i.e.
perfect similarity is 0). If the scores are predictive
of the signers’ similarity ratings, we expect a nega-
tive correlation. All scores were scaled to z-scores
for comparison of effect sizes. The models were:

1. Null model with no predictor variables, which
had varying intercepts (AKA mixed effects) for sub-
ject group, subject, first word, and second word.

2. Contour difference score model with predictor
variables of the contour difference score for the word
pair, the length of the words (3 letters, 4 letters, or
mismatched), and the two way interaction of these.
There were varying intercepts and slopes for subject
group, subject, first word, and second word.

3. Similarity score model with predictor variables
of the similarity score for the word pair, the length
of the words (3 letters, 4 letters, or mismatched), and
the two way interaction of these with the same vary-
ing intercepts and slopes as the previous model.

4. Full model which included predictor variables
of the similarity score, contour difference score, the
length of the words (3 letters, 4 letters, or mis-
matched), and all possible two and three way inter-
actions with the same varying intercepts and slopes
as the previous model.

The null model serves as a baseline of compari-
son to see if the complexity associated with adding
predictors to the model is justified given the data.

In the contour difference score only model, the
contour difference score alone does not significantly
predict the signers’ ratings. There is a significant
effect of length, where four letter words are more
similar than mismatched words. The interaction
of length and contour difference score is signifi-
cant, when the words are both three letters, then the
smaller the contour difference score, the more simi-
lar the signers rated the pair. No other predictors had
significant effects.

In the similarity score only model, the similar-
ity score significantly predicts the signers’ ratings,
in the expected direction (the lower the similarity
score, the higher the signers’ ratings). Additionally
word pairs that had the same lengths (either both 3
letters or both 4 letters long) were rated significantly
more similar than word pairs that were mismatched.
No other predictors had significant effects.

Finally, in the full model, the similarity score sig-
nificantly predicts the signers’ ratings, in the ex-
pected direction (the lower the similarity score, the
higher the signers’ ratings). Word pairs that were
both four letters long were rated significantly more
similar than word pairs that were mismatched. The
effect of the similarity score was (marginally) mag-
nified when both words were four letters. No other
predictors had significant effects, which includes
predictors for contour difference score, as well as
all interactions with the contour difference score.

It stands out that in no model does the contour
difference score alone significantly predict signers’
ratings of the similarity of fingerspelled words. In
contrast, the similarity score, does significantly pre-
dict signers’ similarity ratings and in the predicted
direction. Appendix figure 3 shows predictor coeffi-
cients for all models except the null model.

Although there is not a single method for model
comparison, especially for hierarchical models like
those used here, a number of methods have been pro-
posed and have seen some acceptance.



Table 1: Model comparison using AIC, BIC, and
marginal R2.

model AIC BIC R2

null 9166.8 9202.6 0.000
contour diff. score 8868.5 8981.8 0.040

similarity score 8600.7 8714.0 0.173
full 8540.9 8761.6 0.161

The first kind of comparison is the use of infor-
mation theoretic measures to determine if the extra
complexity of adding predictors is justified by the
data. In other words, does adding a given param-
eter give us enough predictive power to justify the
added complexity it introduces to the model. There
are two mainstream information theoretic measures:
Akaike Information Criterion (AIC) and Bayesian
Information Criterion (BIC). Both methods can be fit
to different non-nested models applied to the same
underlying data set (how we are using them here)
[6, 1]. For both AIC and BIC lower numbers in-
dicate a better fit of the model to the data. In the
most conservative recommendations, a difference of
10 or more indicates that the models differ signif-
icantly and the model with the lower score should
be preferred (all differences between the AIC and
BIC for our models were larger than this thresh-
old). Using the AIC the simplest model that is jus-
tified given the data is the full model (AIC: 8540.9)
that includes both the similarity score and the con-
tour difference score (however, it should be reiter-
ated that the contour difference score does not have
a significant effect in this model). Additionally, the
similarity score only model (AIC: 8600.7) is signif-
icantly more well supported than the contour score
only model (AIC: 8868.5). Using the BIC the sim-
plest model that is justified given the data is the sim-
ilarity score only model (BIC: 8714.0). Additionally,
the full model (BIC: 8761.6) is significantly more
well supported than the contour score only model
(BIC: 8981.8). See table 1 for AICs and BICs.

The second kind of comparison is to use a new
method for calculating R2, or the variance of the data
explained by the model. Traditionally, calculating
R2 for hierarchical models has not been straightfor-
ward. However recent work [22, 10] has developed a
method that gives a marginal R2, which corresponds
to the R2 of the predictors alone, and a conditional
R2, which corresponds to the R2 of the predictors
along with the varying intercepts and slopes. With
both traditional R2 and with this new calculation, R2

ranges from 0 (no variance of the data is explained
by the model) to 1 (all of the variance of the data is

explained by the model). We will only discuss the
marginal R2 here, because we are concerned with
the variance explained by the predictors, and not the
the varying intercepts or slopes. Under this metric,
the model that explains the most variance of the data
is the similarity score only model (R2 = 0.173) and
in a close second, is the full model (R2 = 0.161).
Both the contour difference score only model and
the null model explain very little variance of the data
(R2 = 0.040 and R2 = 0.000, respectively).

Although the model comparisons do not all agree
on one specific model, it is clear that two stand out:
the similarity score only model (the simplest model
justified given the data using BIC, and marginal R2,
and the second simplest model justified given the
data using AIC) and the full model that includes both
the similarity score and the contour difference score
(the simplest model justified given the data using
AIC, and the second simplest model justified given
the data using BIC and marginal R2). Additionally,
even when the contour difference score is included
in the full model, it does not significantly predict
signers’ similarity ratings.

4. CONCLUSION

It is clear that similarity score is the theory-driven
description of similarity that best matches signers’
intuitions when asked to rate the similarity of fin-
gerspelled words. The similarity metric proposed
here is exactly the kind of theory-driven similarity
that was recognized as missing from the similarity
research in the 1970s and 80s, which has also been
independently confirmed with signers’ intuitions of
similarity.

Appendix Figure 3: Coefficient plot for contour
difference score, similarity score, and full models.
Thick lines are 95% CI, thin lines: 99% CI, and
dots: estimates of the predictor coefficients. con-
Score: contour diff. score; len: length of word
with levels four, three, and mismatched (reference
level); simScore: similarity score.
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